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Computing Model for SuperBelle

Outline

� Scale and Motivation
� Definitions of Computing Model
� Interplay between Analysis Model and 

Computing Model
� Options for the Computing Model
� Strategy to choose the Model



SuperBelle Collaboration Meeting
December 2008 

Martin Sevior
University of Melbourne

SuperBelle will operate at 8x1035 cm2 sec-1

Physics BB rate ~ 800 events/sec
Physics Continuum rate ~ 800 events/sec
Physics tau rate ~ 800 events/sec
Calibration ~ 500 events/sec
Total ~ 3 Khz
Event size ~ 30 KB
Approximately 2 PetaBytes of Physics Data/Year
+ MC Data x 3 = 8 PetaBytes of Physics Data/Year 

This is well into the range of an LHC experiment

Cost of computing for the LHC 
~ the same as the costs of the experiments
~ $500 Million
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Computing Models

� Current Belle Computing model is for almost all data to be 
located at KEK.

� Reconstruction and large scale analysis conducted at 
KEK.

� Creation of variety of skims of reduced size
� Final Analysis conducted in Root/PAW on users 

workstations
� Some MC Generated offsite

LHC computing model has data and analysis 
conducted at a distributed collection of clusters 
worldwide – the LHC GRID
Cloud Computing – use commercial facilities for data 
processing and MC generation
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Analysis Models
Belle Analysis Model - BASF

Panther Banks
are C++ data objects

Skims are text files
pointing to events
in a Belle database

Output of skims are ntuples.

The skim file system works extremely well provided
the data remain at KEK
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Analysis Models – LHC (ATLAS)�

The ATLAS analysis model does not require data to be stored centrally.

Furthermore the ATLAS Athena analysis framework makes it possible to recover original
data from derived data.

Johannes Elmsheuser (LMU M ̈unchen) (ATLAS Users Analysis)�

The Full set of AOD and ESD exist at multiple sites over the GRID
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The GRID now basically works
Our Graduate students routinely use it to do Analysis.
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ATLAS monitoring site as of 9/12/2008
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The LHC GRID over the past 
year
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“Cloud Computing”
Cloud Computing is the latest Buzzword

Cloud computing makes large 
scale computing resources 
available on a commercial basis

Internet Companies have
massive facilities and scale

LHC produces 330 TB in
a week.

Google processes 1 PB of
data every 72 minutes!

A simple SOAP request
creates a “virtual computer”
instance with which one
can compute as they wish
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Questions for the Computing/Analysis Model

Can we afford to place all the computing resources we need for SuperBelle at KEK?

If so should we use the current skim file system for SuperBelle?

Should we employ GRID technology for SuperBelle?

Should we employ "Cloud Computing" for SuperBelle?

How do we formulate a plan to decide among these options?

When do we need to decide?/Do we need to decide?

How does the computing model ties in with the replacement for BASF?
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Can we afford to place almost all the computing 
resources we need for SuperBelle at KEK?

The earliest turn-on time for SuperBelle is 2013. It could
be that by 2013, placing all the computing resources we need for
SuperBelle at KEK will be a feasible solution.

Back of the envelope estimate follows scaling from “New” KEK Computing
system



SuperBelle Collaboration Meeting
December 2008 

Martin Sevior
University of Melbourne

New KEK Computer System has 4000 CPU cores

Storage ~ 2 PetaBytes

Data size ~ 1 ab-1

Initial rate of 2x1035 cm2sec-1=> 4 ab-1 /year 

Current KEKB Computer System

Design rate of 8x1035 cm2sec-1=> 16 ab-1 /year 

SuperBelle Requirements

CPU Estimate 10 – 80 times current depending on 
reprocessing rate

So 4x104 – 3.4x105 CPU cores

Storage 10 PB in 2013, rising to 40 PB/year after 2016
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Spreadsheet
CPU (8 -32)x104 cpus over 5 years ~ 500$ per core (2008)

Storage costs over 5 years (10 - 140) PB (Disk, no tape) $800/TB (2008)

Electricity ~ 100 W/CPU (2008), Price $0.2/KWhr (2008)
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Price in 2008 of SuperBelle Cluster
(At best 100% uncertainty!)�

CPU (8 -32)x104 cpus over 5 years ~ 500$ per core => $40  Million/Year

Storage costs over 5 years (10 - 140) PB (Disk, no tape) $800/TB => $(8 - 32) Million/Year

Electricity ~ 100 W/CPU (64 – 256) TWHr=> $(13 - 52) Million/year

Moores Law – Double Performance every 18 months

Rough Estimate over 5 years $(61, 82,102,123,83) Million/Year 

Rough Estimate over 5 years $(11,12,10,8,7) Million/Year

This is a defensible solution but

Total Cost over 5 years ~ $50 Million

needs more study...
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Should we use the current skim file system 
for SuperBelle?

Current skim file system works over a total database size of around 1 PB, at 50 ab-1 the
dataset will rise to 140 PB.

Can we maintain performance with this 2 orders of magnitude increase in size?

Needs study...

Skim file system does not allow data replication. Primitive metadata system associated 
with the data. Do we need a file catalogue or metadata catalogue of some kind?

Derived data does not know it’s parent data in Panther.  

We need to either keep this data with the derived data or make guesses 
as to which data will be needed later. (cf. ECL timing information)

Newer Analysis models allow this.
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Should we employ GRID technology for SuperBelle?

There is a good chance we can keep the majority of CPU power at Belle

However elements of GRID technology could still be useful. (eg SRB, SRM)

At this point ordinary Graduate Students are using GRID tools to actually do distributed
data analysis over a globally distributed data set.

ATLAS employs the GAUDI analysis framework along with, LHCb, HARP (Hardron
Production rates) and GLAST (Gamma Ray Astronomy). 

This provides a persistent and distributed data storage model which has 
demonstrated scalability to the level required by SuperBelle

The LHC Computing grid exists. New CPU power and storage can be added by just 
expanding an existing cluster or by creating a new one.

Belle GRID for MC production is just about ready to start.
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Distributed Data

� The GRID plus analysis model allows users to 
replicate data and use local resources.

� Allows relatively easy use of distributed MC 
production.

� GRID will be maintained and developed over 
the lifetime of SuperBelle (by other people!)

� The GAUDI analysis Model allows derived data 
to locate it’s parent data.
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Should we employ "Cloud Computing" for SuperBelle?

Commercial internet companies like Google and Amazon have computing facilities 
orders of magnitude larger than HEP.

They have established a Business based on CPU power on demand, one could imagine 
that they could provide the compute and storage we need at a lower cost than dedicated 
facilities.

User
Request

CPU
appears

Data

stored

Returned

Cloud

Resources are deployed as needed. Pay as you go.

Standards? Propriety lock in? Do we want our data stored on Commercial Company?

What cost? What is the evolution?
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How do we formulate a plan to decide among these options?

Form a Computing/Network/Framework working group!

First meeting Thursday at 9:00 AM in room  
KEK 3-go-kan, room# 425 (TV-conf : 30425) �

When do we need to decide?/Do we need to decide?

How does the computing model tie in with the 
replacement for BASF?

Come and join us!
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Agenda of the first meeting of Computing Group

Date : Dec. 11th (Thrs) 9:00-11:00

Place: KEK 3-go-kan, room# 425 (TV-conf : 30425)�

9:00 - 9:10 Introduction (T.Hara : Osaka)�

9:10 - 9:30 Current GRID system in Belle (H.Nakazawa :NCU)�

9:30 - 9:50 General intro./Data Farm Activities in KISTI 
(S.B.Park : KISTI)�

9:50 - 10:10 Computing ideas (M.Sevior : Melbourne)�

10:10 - 10:30 Software Framework (R.Itoh : KEK)�

10:30 - 30min. discussion (everybody)�


