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SuperBelle will operate at 8x10% cm?sec™

Physics BB rate ~ 800 events/sec

Physics Continuum rate ~ 800 events/sec

Physics tau rate ~ 800 events/sec

Calibration ~ 500 events/sec

Total ~ 3 Khz

Event size ~ 30 KB

Approximately 2 PetaBytes of Physics Data/Year

+ MC Data x 3 = 8 PetaBytes of Physics Data/Year

This is well into the range of an LHC experiment

Cost of computing for the LHC
~ the same as the costs of the experiments
~ $500 Million
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Computing Models

« Current Belle Computing model is for almost all data to be
ocated at KEK.

« Reconstruction and large scale analysis conducted at
KEK.

Creation of variety of skims of reduced size

. Final Analysis conducted in Root/PAW on users
workstations

Some MC Generated offsite

LHC computing model has data and analysis
conducted at a distributed collection of clusters
worldwide — the LHC GRID

Cloud Computing — use commercial facilities for data
processing and MC generation
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Analysis Models
Belle Analysis Model - BASF

Skim
Panther
Banks

RAW Data Reconstruction
Panther Physics Data
Skim

Banks Panther \
Panther

Experiment

Banks
Banks

Skim
Panther
Banks

Output of skims are ntuples.

the data remain at KEK

Martin Sevior
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Panther Banks
are C++ data objects

Skims are text files
pointing to events
in a Belle database

he skim file system works extremely well provided



Analysis Models — LHC (ATLAS)

Raw Data
Objects A

‘Event Summary
Data

| Analysis

~ Derived
Object Data /

Physics
Data

Johannes Elmsheuser (LMU M‘unchen) (ATLAS Users Analysis)
The ATLAS analysis model does not require data to be stored centrally.

The Full set of AOD and ESD exist at multiple sites over the GRID

Furthermore the ATLAS Athena analysis framework makes it possible to recover original
data from derived data.
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The GRID now basically works

Our Graduate students routinely use it to do Analysis.

THI UNIVIRSITY

MELBOURMNE

= Public Home
®  [nbranst Homs
= Sysidmin Home

= Safaly Info

u Travel Info

s HEPElay Databass

= Group Mestings

= Mailing Lists

= Video Conferencing
= Computing How'To's
® Compular Support

= [ntarnal Bocoments
» Demonstrating

= Secholarships / Grants

ATLAS
s - Eszentials
= - DMotes & Tips
= -T2 Procurement Noles
s -T2 Cluster Nolss
n -T2 Btatietcs

Belle

- Fresentabons
- Motes & Tips

You are here: Physics = EFPprivabe Web = WebMaintenance = WebMenu = ComputerHelp = AtlasMotes = r2=21 Oek 2008 014707 - Main, TamFifeld

PAthenaOn'T2

Edit || WYSIWYG | Attach || Printable || Settings+Help

Using PAthena on the Tier 2

The purpose of this page is to provide a quick-start gnide on using Pathena for Distributed Analysis, based on Australia-ATLAS in Melbouwrne, Much of the content has come from
hard work by Madia and DACn Panda sl CERNM twilki. It's important to note that using Pathena will not allow you to run jobs on the Tier 2 with priority (like ganga/glite-
wms-obsubmit will) - but in general, jobs running at Taiwan have been reasonable in the past.

Getting started

1. Setup your favourite version of Athena as you normally wonld
. ©od toyour test area
3. Fetch the panda tools

ui § cmt co PhysicsAnalysis/DistributedfAnalysis/Pandalools
ui % cd PhysicséAnalysis/DistributedAnalysis/Pandalools/cmt
ui % source setup.sh

ui % make

Running PAthena
‘With pathena setup, change back to your test directory - you can check pathena's options out by using: pathena —help - let's run through a few of them:

--5pLit=SPLIT Number of sub-jobs to which a job is split
--nFilesPerlob=NFILESPERICE

Number of files on which each sub-job runs
--nFuentsPer Inb=NFVFNT SPFRI0OR
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ATLAS monitoring site as of 9/12/2008

A
BN monitor Froduction Clonds DDRM FandahMover AutoPFilot Sites Analysis Physice data Usage Flots ProdDash DD RMDash |
Update
oni |
Panda monitor  panq, active job entries for prodDBlock NULL -
Times are in UTC
Fanda info and help
Jobs - search
Recent running, activated, 963 jobs. Click job number to see details.
waiting, assigned, States: running
defined, finished, failed 11 mwsers: borut.kersevani@ijs.si:1 3 jerome.schwindling@ceafr:5 mhodgkinson@sheffisld. ac uk:3 Junji. Tojo@cern.ch: 158 Konstantinos Mikolopeulos:7 dladams@bnl gow:10 Michael H
Jjobs 2 Releases: Allas-14.2.10:15 Atlas-14.2.20:17 Atlas-14.2.24:20 Aflas-14.2.25:7 Atlas-14.4.0:2 Aftlas-14.5.0:217F
Select analysis, prod, 15 Sites: AMALY BNL ATLAS 1:226 ANMALY LAFPP:14 ENL ATLAS 1:7 ENL ATLAS DDM:1 CHARMBM: O LYOMN:5 Lyon-TZ:4 MWTZ ILLE MWTZ UC:7 NIKHEF-ELFROD:Z2 PIC:!

install, test jobs

. Transformations:
. ources: test managed panda m user

Ouick search 55 test i da-dd
Job
Dataset Production Block Entries:
Taskregquest
Task status Click to shew 26 production blocks
File Click to show 28 destination blocks

& Most recent 300 jobs shown WHERE jobStatus="running’
Summaries

Blocks: days

Pandally prodDBlock

Errors: days 21022441 NULL
Modes: days

ke e 21022420 MNULL

Tasks - search
Gemeric Task Reg 21022419 | »alidl 106367 McAtMo Jimmy H1Z0gamgam digit. B0 e357 =462 dl45 Hd02a233 walidl 106367 McAt Mo Jimmy H1
EviGen Task Req
CTHsim Task Req
Ta list

MNew Tag

Bug Report 21032416 mc02. 106053 PythiaPnunu. simul HITS 2364 =462 Hd0280G60 meOs. 11

2102241 7F mcB8. 10501 7.18 pythia jetjet. simul HITS . 2344 s470 Hd0OZE8352 mclB8.1050

Datasets - search
T s e T R AT 21022415 mclB. 107663 Alpgenimmy ZmumuMNp3 20  recon ADD. 2352 =462 1541 Gd026388 luser08 Ericlancon. Test 2008-12-00-04-27 AMNALY [APPmcOB. 107663 Alpgenlimr

Aborted MC datasets
Pands subscriptions 21022414 me08.1 07562 Alpgenfiunmy EFmuwnuNps pE20recon AOD. o352 s462 r541 HAdO26388 juser08 Ericlancon. Test 2008-12-00-04-27 ANALY LAPP.mclB. 107663 Alpaenlims

Datasets Distribution
DM Redq 21022413 mcl8. 107663 Alpgenfimmy FmummuMNp3 20 recon AOD. o352 =462 r541 GAd0Z6388 luser08 Ericlancon. Test 2008-12-00-04-37 AMALY IAPPmc08. 107665 Alpgenlims
Beg list
% 210224132 mclB. 107663 Alpgenlimmy FmummuMNp3 (20 recon ADD. e352 s462 r541 HAdO26388 luser08 Ericl.ancon. Test 2008-12-00-04-37 AMNALY I.APPmc0B8. 107663 Alpogenfims
EVNTs
RIODs
Conditions DS 2102323411 mclE.1 07663 Alpgenimmy FmunuMNps pi20recon. A0D. o352 462 1541 HAdOZG63EE |luser08 Ericlancon. Test 2008-12-00-04-27 APMALY LAPFmcOB. 107663 Alpgenlimr
DB Releases
EIT Pachalls 21022410 mcOB. 107663 Alpgenfimmy FoumuNps (20 recon ACD 352 54562 rh641 HAOZE386 |user0s Friclancon. Test 2008-12-00-04-27 AMALY LAPPmc0B.107663 Alpgenlims
Malidation Samples
Functicmal Tests
ATLAS Data 210224009 mcl2.1 07663 Alpgenfimmy FmumnuMNps pt20.recon. ADD. a352 462 r54]1 HAO0Z638E |luser08 Ericlancon. Test 2008-12-00-04-27 APMNALY LAPPmcOB. 1076632 Alpgenlimr
FDR Datasets

R ocessed Datasets 21022408 mclE. 107662 Alpgenimmy ZmumuMNp2E 20 recon A0DD. 2352 462 r541 Gd0ZG3EE luser02 Ericlancon. Test Z20028-12-00-04-27 AMALY LAPPmcOBE. 107663 Alpgenlimr

Sites - seo all
BHL BU IU OU SLAC UC 21022407 mc08. 107663 Alpgenfimmy FmummuNp2 pt20 recon AOD o352 5462 r541 HAOZE388 |user08 Ericlancon. Test 2008-12-00-04-27 AMNALY LAPPmclB. 107663 AlpgenJims
'III'MT!'?'H ITTA T.000

- |

Done

i bk

I i.) a »
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The LHC GRID over the past
year

World Wide - running - year
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“CIOUd COm pUtl ng” Cloud computing makes large

scale computing resources

Cloud Computing is the latest Buzzword available on a commercial basis
GO L)g“(’: grid computing, cloud computing, virtualization A simple SOAP request

Trends 3 Tip: Use commas to compare multiple search terms Creates a “Vlrtual Computer”
Searches Websites lalireg  INStance with which one

can compute as they wish

Scale is based on the average worldwide traffic of grid computing in all years. Learn more

grid computing =100 cloud computing == .24 tnalization 1.40

Volume indes Gongla Tr

SLL Internet Companies have
massive facilities and scale

LHC produces 330 TB in
a week.

Google processes 1 PB of
data every 72 minutes!

SuperBelle Collaboration Meeting Martin Sevior
December 2008 University of Melbourne



Questions for the Computing/Analysis Model

Can we afford to place all the computing resources we need for SuperBelle at KEK?
If so should we use the current skim file system for SuperBelle?

Should we employ GRID technology for SuperBelle?

Should we employ "Cloud Computing" for SuperBelle?

How do we formulate a plan to decide among these options?

When do we need to decide?/Do we need to decide?

How does the computing model ties in with the replacement for BASF?
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Can we afford to place almost all the computing
resources we need for SuperBelle at KEK?

The earliest turn-on time for SuperBelle is 2013. It could
be that by 2013, placing all the computing resources we need for
SuperBelle at KEK will be a feasible solution.

Back of the envelope estimate follows scaling from “New” KEK Computing
system
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Current KEKB Computer System

Data size ~ 1 ab!

New KEK Computer System has 4000 CPU cores
Storage ~ 2 PetaBytes

SuperBelle Requirements

Initial rate of 2x103° cm?sec'=> 4 ab™ /year
Design rate of 8x103° cm?sec'=> 16 ab /year

CPU Estimate 10 — 80 times current depending on
reprocessing rate

So 4x10% — 3.4x10° CPU cores
Storage 10 PB in 2013, rising to 40 PB/year after 2016
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CPU (8 -32)x10%cpus over 5 years ~ 500$ per core (2008)

Storage costs over 5 years (10 - 140) PB (Disk, no tape) $800/TB (2008)

Electricity ~ 100 W/CPU (2008), Price $0.2/KWhr (2008)

Spreadsheet

| B | C D F G | J L

1 FPB Purchase |Price 3
2 2013 2 10 8000000
3 2014 4 200 16000000
4 2015 B 300 24000000
5 2016 g 40 32000000
5 2017 g 40 32000000
T
8 |Total 1400 112000000
i
10
11 CPU purchase Price 3 Electricty KM/Hr | Costs (50 2KWHr) Total 2008 3 Deflated 18 month/double
12 2013 2 80000 40000000 54000000 12800000 50800000 11111807 3637774
13 2014 4 80000 40000000 128000000 25600000 81600000 11500000
14 2015 6 50000 40000000 192000000 38400000 102400000 10079368 399158
15 2016 g 80000 40000000 256000000 51200000 123200000 8135430 39133702
16 2017 8 0 0 256000000 51200000 83200000 6849604 2075723
17
18 |Total 320000 320000000
19 Total 47676210.3621462
20
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Price in 2008 of SuperBelle Cluster

(At best 100% uncertainty!)

CPU (8 -32)x10%cpus over 5 years ~ 500% per core => $40 Million/Year

Storage costs over 5 years (10 - 140) PB (Disk, no tape) $800/TB => $(8 - 32) Million/Year

Electricity ~ 100 W/CPU (64 — 256) TWHr=> $(13 - 52) Million/year

Rough Estimate over 5 years $(61, 82,102,123,83) Million/Year

Moores Law — Double Performance every 18 months

Rough Estimate over 5 years $(11,12,10,8,7) Million/Year

Total Cost over 5 years ~ $50 Million

This is a defensible solution but needs more study...
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Should we use the current skim file system
for SuperBelle?

Current skim file system works over a total database size of around 1 PB, at 50 ab™ the
dataset will rise to 140 PB.

Can we maintain performance with this 2 orders of magnitude increase in size?

Needs study...

Skim file system does not allow data replication. Primitive metadata system associated
with the data. Do we need a file catalogue or metadata catalogue of some kind?

Derived data does not know it's parent data in Panther.

We need to either keep this data with the derived data or make guesses
as to which data will be needed later. (cf. ECL timing information)

Newer Analysis models allow this.
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Should we employ GRID technology for SuperBelle?

There is a good chance we can keep the majority of CPU power at Belle

However elements of GRID technology could still be useful. (eg SRB, SRM)

At this point ordinary Graduate Students are using GRID tools to actually do distributed
data analysis over a globally distributed data set.

The LHC Computing grid exists. New CPU power and storage can be added by just
expanding an existing cluster or by creating a new one.

ATLAS employs the GAUDI analysis framework along with, LHCb, HARP (Hardron
Production rates) and GLAST (Gamma Ray Astronomy).

This provides a persistent and distributed data storage model which has
demonstrated scalability to the level required by SuperBelle

Belle GRID for MC production is just about ready to start.
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Distributed Data

. The GRID plus analysis model allows users to
replicate data and use local resources.

. Allows relatively easy use of distributed MC
production.

« GRID will be maintained and developed over

t

ne lifetime of SuperBelle (by other people!)

"he GAUDI analysis Model allows derived data

to locate Iit's parent data.
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Should we employ "Cloud Computing" for SuperBelle?

Commercial internet companies like Google and Amazon have computing facilities
orders of magnitude larger than HEP.

They have established a Business based on CPU power on demand, one could imagine
that they could provide the compute and storage we need at a lower cost than dedicated
facilities.

Cloud

Request
User > CPU
appears
l stored
Returned
Resources are deployed as needed. Pay as you go.

Standards? Propriety lock in? Do we want our data stored on Commercial Company?

What cost? What is the evolution?
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How do we formulate a plan to decide among these options?

When do we need to decide?/Do we need to decide?

How does the computing model tie in with the
replacement for BASF?

Form a Computing/Network/Framework working group!

First meeting Thursday at 9:00 AM in room
KEK 3-go-kan, room# 425 (TV-conf : 30425)

Come and join us!
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Agenda of the first meeting of Computing Group

Date : Dec. 11th (Thrs) 9:00-11:00

Place: KEK 3-go-kan, room# 425 (TV-conf : 30425])

9:00 - 9:10 Introduction (T.Hara : Osaka)

9:10 - 9:30 Current GRID system in Belle (H.Nakazawa :NCU)

9:30 - 9:50 General Iintro./Data Farm Activities in KISTI
(S.B.Park : KISTI)

9:50 - 10:10 Computing ideas (M.Sevior : Melbourne)
10:10 - 10:30 Software Framework (R.Itoh : KEK)]

10:30 - 30min. discussion (everybody)
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